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We propose a new efficient spectral collocation method for solving a time fractional sub-diffusion equation on a semi-infinite domain. The shifted Chebyshev-Gauss-Radau interpolation method is adapted for time discretization along with the Laguerre-Gauss-Radau collocation scheme that is used for space discretization on a semi-infinite domain. The main advantage of the proposed approach is that a spectral method is implemented for both time and space discretizations, which allows us to present a new efficient algorithm for solving time fractional sub-diffusion equations.
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1. INTRODUCTION

Several computational problems in diverse research areas are considered on semi-infinite domains. The earthquake engineering field and underwater acoustic problems can be modeled as partial differential equations on semi-infinite domains. Spectral methods provide a computational approach that became popular during the last decade [1]. They have gained new popularity in automatic computations for a wide class of physical problems in fluid and heat flows. Recently, spectral methods were used to numerically solve problems on semi-infinite domains [2–7]; in such a case, the choice of the basis functions for a truncated series expansion of the solution depends on orthogonal systems of infinitely differentiable global functions defined on the half line. In recent years there has been a high level of interest of employing spectral methods for numerically solving many types of integral and differential equations, due to their ease of applying them for both finite and infinite domains [1, 8, 9, 10]. Spectral methods not only have exponential rates of convergence but also have a high level of accuracy. There are three main types of spectral methods namely collocation [11, 12, 13], tau [14, 15], and Galerkin [16, 17, 18] methods.

Fractional differential equations (FDEs) model many phenomena in several fields such as fluid mechanics, chemistry, biology, viscoelasticity, engineering, finance and physics [19–29]. Most FDEs do not have exact analytic solutions, so approximation techniques must be used. Finite element methods were presented in [30–33] to obtain the numerical solutions of FDEs. Meanwhile, the numerical treatment based on finite difference methods for FDEs was proposed in [34–36]. Moreover, several spectral algorithms were also designed for FDEs, see for example [37]. Time fractional sub-diffusion equation on a semi-infinite domain is studied in this paper using a new collocation method. The collocation method has a wide range of applications, due to its ease of use and adaptability in various problems [38–40].

The aim of this article is to extend the application of shifted Chebyshev-Gauss-Radau interpolation method in combination with generalized Laguerre-Gauss-Radau collocation scheme for the numerical treatment of the time fractional sub-diffusion equations on semi-infinite domains. The shifted Chebyshev-Gauss-Radau interpolation method is adapted for time discretization and the Laguerre-Gauss-Radau...
collocation scheme is used for space discretization on a semi-infinite domain. The underlined scheme provides a system of algebraic equations. Finally, we demonstrate the accuracy of this new method by presenting a test example. The outline of this paper is as follows. In Sec. 2 we present some relevant properties of generalized Laguerre-Gauss-Radau interpolation, Chebyshev-Gauss-Radau interpolation, and fractional integrals. The mentioned scheme is implemented for the time-fractional diffusion model in Sec. 3. A test example is given in Sec. 4. Finally, some concluding remarks are given in the last section.

2. ORTHOGONAL POLYNOMIALS AND FRACTIONAL INTEGRALS

In this section we recall some relevant properties of the generalized Laguerre polynomials, Chebyshev polynomials, and the fractional integrals of these polynomials [4, 37, 41]. Now, let \( \Lambda = (0, \infty) \) and \( w^\alpha(x) = x^\alpha e^{-x} \) be a weight function on \( \Lambda \) in the usual sense. Define

\[
L^2_w(\alpha)(\Lambda) = \{ v \mid v \text{ is measurable on } \Lambda \text{ and } \| v \|_{w^\alpha} < \infty \},
\]
equipped with the following inner product and norm

\[
(u, v)_{w^\alpha} = \int_{\Lambda} u(x)v(x)w^\alpha(x)dx, \quad \| v \|_{w^\alpha} = (v, v)^{\frac{1}{2}}_{w^\alpha}.
\]

Next, let \( L_i^{(\alpha)}(x) \) be the generalized Laguerre polynomials of degree \( i \). According to [42] for \( \alpha > -1 \), we have

\[
L_{i+1}^{(\alpha)}(x) = \frac{1}{i + 1}[(2i + \alpha + 1 - x)L_i^{(\alpha)}(x) - (i + \alpha)L_{i-1}^{(\alpha)}(x)], \quad i = 1, 2, \ldots
\]

where \( L_0^{(\alpha)}(x) = 1 \) and \( L_1^{(\alpha)}(x) = 1 + \alpha - x \). The set of generalized Laguerre polynomials is a \( L^2_w(\alpha)(\Lambda) \)-orthogonal system, namely

\[
\int_{0}^{\infty} L_j^{(\alpha)}(x)L_k^{(\alpha)}(x)w^\alpha(x)dx = h_k\delta_{jk},
\]

where \( \delta_{jk} \) is the Kronecker function and \( h_k = \frac{\Gamma(k + \alpha + 1)}{k!} \).

The analytical form of generalized Laguerre polynomials of degree \( i \) on the interval \( \Lambda = (0, \infty) \), is given by (see e.g. [43])

\[
L_i^{(\alpha)}(x) = \sum_{k=0}^{i} (-1)^k \frac{\Gamma(i + \alpha + 1)}{\Gamma(k + \alpha + 1)(i - k)!k!} x^k, \quad i = 0, 1, \ldots
\]

The special value

\[
D^{q}L_i^{(\alpha)}(0) = (-1)^q \sum_{j=0}^{i} \frac{(i - j - 1)!}{(q-1)!(i-j-q)!} L_j^{(\alpha)}(0),
\]

where \( L_j^{(\alpha)}(0) = \frac{\Gamma(j + \alpha + 1)}{\Gamma(\alpha + 1)j!} \), will be of important use later, for treating the initial conditions of the given FDEs.

Let \( u(x) \in L^2_{w^\alpha}(\Lambda) \), then \( u(x) \) may be expressed in terms of generalized Laguerre polynomials as
In particular applications, the generalized Laguerre polynomials up to degree \( N + 1 \) are considered. Then we have

\[
 u_N(x) = \sum_{j=0}^{N} a_j L_j^{(a)}(x), \quad a_j = \frac{1}{h_k} \int_{0}^{\infty} u(x) L_j^{(a)}(x) w^{(a)}(x) dx, \quad j = 0, 1, 2, \ldots.
\]

The well-known Chebyshev polynomials are defined on the interval \([-1, 1]\), by

\[
 T_k(t) = \cos(k \arccos(t)), \quad k \geq 0.
\]

The Chebyshev polynomials satisfy the following relations

\[
 T_k(\pm 1) = (\pm 1)^k, \quad T_k(-t) = (-1)^k T_k(t).
\]

Let \( w(t) = \frac{1}{\sqrt{1-t^2}} \), then we define the weighted space \( L^2_{w} \). The inner product and the norm of \( L^2_{w} \) with respect to the weight function are defined as follows:

\[
 (u, v)_{w^c} = \int_{-1}^{1} u(x)v(x)w^c(t)dt, \quad \| u \|_{w^c} = (u, u)^{\frac{1}{2}}_{w^c}.
\]

The set of Chebyshev polynomials forms a complete \( L^2_{w^c} \)-orthogonal system, and

\[
 \| T_k \|_{w^c}^2 = h_k^c = \begin{cases} \frac{\zeta_k - \pi}{2}, & k = j, \\ 0, & k \neq j, \end{cases} \quad \zeta_0 = 2, \quad \zeta_k = 1, \quad k \geq 1.
\]

For Chebyshev-Gauss-Radau quadrature formula [1],

\[
 t_{N,j} = \cos\left(\frac{2\pi j}{2N + 1}\right), \quad \sigma_{N,j}^{c} = \begin{cases} \frac{\pi}{2N + 1}, & j = 0; \\ \frac{2\pi}{2N + 2}, & j = 1, \ldots, N, \end{cases}
\]

where \( t_{N,j} \) (\( 0 \leq j \leq N \)) and \( \sigma_{N,j}^{c} \) (\( 0 \leq j \leq N \)) are the nodes and the corresponding Christoffel numbers of the Chebyshev-Gauss-Radau quadrature formula on the interval \([-1, 1]\), respectively.

Now, we introduce the following discrete inner product and norm

\[
 (u, v)_{w^c} = \sum_{j=0}^{N} u(t_{N,j})v(t_{N,j})\sigma_{N,j}^{c}, \quad \| u \|_{w^c} = (u, u)^{\frac{1}{2}}_{w^c}.
\]

In order to use Chebyshev polynomials \( T_n(t) \) on the interval \((0, L)\) we define the so-called shifted Chebyshev polynomials by introducing the change of variable \( t = \frac{2t}{L} - 1 \). Let the shifted Chebyshev polynomials \( T_n(2t/L - 1) \) be denoted by \( T_{L,n}(t) \). The analytic form of the shifted Chebyshev polynomials \( T_{L,n}(t) \) of degree \( n \) is given by
where \( T_{L,n}(0) = (-1)^n \) and \( T_{L,n}(L) = 1 \). The orthogonality condition is

\[
\int_0^L T_{L,m}(t)T_{L,n}(x)w_L(x)dx = \delta_{mn}h_n^L,
\]

where \( w_L(t) = \frac{1}{\sqrt{Lt - t^2}} \) and \( h_n^L = \frac{C_n}{\pi} \), with \( C_0 = 2 \), \( c_i = 1 \), \( i \geq 1 \).

Any function \( u(t) \), square integrable in \((0, L)\), may be expressed in terms of shifted Chebyshev polynomials as

\[
u \sum_{j=0}^{\infty} a_j T_{L,j}(t),
\]

where the coefficients \( a_j \) are given by

\[
a_j = \frac{1}{h_j^L} \int_0^L u(t)T_{L,j}(t)w_L(t)dt, \quad j = 0, 1, 2, \ldots.
\]

There are several definitions of the fractional integration of order \( \nu > 0 \), and not necessarily equivalent to each other. Riemann-Liouville and Caputo fractional definitions are the two most used from all the other definitions of fractional calculus that have been introduced recently.

**Definition 2.1.** The fractional integral of order \( \nu \geq 0 \) according to Riemann-Liouville is given by

\[
J^\nu f(x) = \frac{1}{\Gamma(\nu)} \int_0^x (x - \zeta)^{\nu-1} f(\zeta)d\zeta, \quad \nu > 0, \quad x > 0,
\]

\[
J^0 f(x) = f(x),
\]

where \( \Gamma(\nu) = \int_0^\infty x^{\nu-1}e^{-x}dx \) is the gamma function.

**Definition 2.2.** The Caputo fractional derivatives of order \( \nu \) is defined as

\[
^c D^\nu f(x) = \frac{1}{\Gamma(m - \nu)} \int_0^x (x - \zeta)^{m-\nu-1} \frac{d^m}{d\zeta^m} f(\zeta)d\zeta, \quad m-1 < \nu \leq m, \quad x > 0,
\]

where \( m \) is the ceiling function of \( \nu \).

### 3. FULLY COLLOCATION METHOD

The main objective of this section is to develop the collocation method to solve numerically the time fractional sub-diffusion equations on semi-infinite domain in the following form

\[
^c D^\nu u(x,t) = a_t D_{x\nu} u(x,t) + H(x,t), \quad (x,t) \in [0, \infty) \times [0, L],
\]

subject to the initial conditions

\[
u \sum_{j=0}^{\infty} a_j T_{L,j}(t), \quad j = 0, 1, 2, \ldots
\]

where \( a_t \) is constant, while \( H(x,t) \), \( g_1(t) \), \( g_2(t) \) and \( g_3(x) \) are given functions. Here, we use the set of generalized Laguerre \( (x_{N,r}^{(a_t)}) \) and shifted Chebyshev \( (t_{L,M,s}) \) Gauss-Radau points for the space and time
approximation, respectively. The aim of this work is to consider the advantage of the collocation point distribution in a specified domain. Now, we outline the main steps of the collocation method for solving the previous time fractional sub-diffusion equations on a semi-infinite domain. Assume we approximate the solution as a finite double expansion of the form,

$$u(x, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} L_{ij}^{(a)}(x) T_{L,j}(t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{0}(x, t),$$

where $f_{ij}^{0}(x, t) = L_{ij}^{(a)}(x) T_{L,j}(t)$. Then the spatial partial derivatives $D_x u(x, t)$ and $D_{xx} u(x, t)$ may be written as

$$D_x u(x, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} T_{L,j}(t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{1}(x, t),$$

$$D_{xx} u(x, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} T_{L,j}(t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{2}(x, t),$$

where $f_{ij}^{1}(x, t) = D_x L_{ij}^{(a)}(x) T_{L,j}(t)$ and $f_{ij}^{2}(x, t) = D_{xx} L_{ij}^{(a)}(x) T_{L,j}(t)$.

Furthermore, the approximation of the time fractional derivative $^\nu D^\nu$ can be computed as

$$^\nu D^\nu u(x, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} T_{L,j}(t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{3}(x, t),$$

where

$$T_{L,j}(t) = \sum_{k=0}^{j} (-1)^{j-k} 2^{k} \frac{\Gamma(k+1)}{(j-k)!} \frac{(j+k-1)!}{\Gamma(k+1)} L_{L,j}(t), \quad f_{ij}^{3}(x, t) = L_{ij}^{(a)} T_{L,j}(t).$$

Now, adopting (20–23), enable one to write (18–19) in the form:

$$\sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{3}(x, t) = a_i \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{2}(x, t) + H(x, t), \quad (x, t) \in [0, \infty) \times [0, L].$$

From the initial conditions immediately, we get

$$u(0, t) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{0}(0, t) = g_1(t),$$

$$D_x u(x, t) \bigg|_{x=0} = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{1}(0, t) = g_2(x),$$

$$u(x, 0) = \sum_{i=0}^{N} \sum_{j=0}^{M} a_{ij} f_{ij}^{0}(x, 0) = g_3(x).$$
The functions \( f^{i,j}_1(x,t), f^{i,j}_2(x,t) \) and \( f^{i,j}_3(x,t) \), can be explicitly obtained by using the information included in Section 2. Now Eq. (24), yields \( M(N-1) \) algebraic equations in \((M+1)(N+1)\) unknown expansion coefficients, \( a_{i,j}, i = 0, \ldots, M, j = 0, \ldots, N \),

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} F^{i,j}_{r,s} a_{i,j} = H\left(x_{N,r}^{(a)}, t_{L,M,s}\right), \quad r = 1, \ldots, N-1; \quad s = 1, \ldots, M,
\]

where \( F^{i,j}_{r,s} = f^{i,j}_3\left(x_{N,r}^{(a)}, t_{L,M,s}\right) - a_{r,s} f^{i,j}_2\left(x_{N,r}^{(a)}, t_{L,M,s}\right) \), and the initial conditions give

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i,j} f^{i,j}_0(0, t_{M,s}) = g_1(t_{M,s}), \quad r = 1, \ldots, N-1,
\]

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i,j} f^{i,j}_1(0, t_{M,s}) = g_2(t_{M,s}), \quad s = 0, \ldots, M,
\]

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i,j} f^{i,j}_0(x_{N,s}^{(a)}, 0) = g_3(x_{N,s}^{(a)}), \quad s = 0, \ldots, M,
\]

and this in turn, yields \((M+1)(N+1)\) algebraic equations, namely

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} F^{i,j}_{r,s} a_{i,j} = H\left(x_{N,r}^{(a)}, t_{L,M,s}\right), \quad r = 1, \ldots, N-1; \quad s = 1, \ldots, M,
\]

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i,j} f^{i,j}_0(0, t_{M,s}) = g_1(t_{M,s}), \quad r = 1, \ldots, N-1,
\]

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i,j} f^{i,j}_1(0, t_{M,s}) = g_2(t_{M,s}), \quad s = 0, \ldots, M,
\]

\[
\sum_{i=0}^{N} \sum_{j=0}^{M} a_{i,j} f^{i,j}_0(x_{N,s}^{(a)}, 0) = g_3(x_{N,s}^{(a)}), \quad s = 0, \ldots, M.
\]

The resulting system of algebraic equations (30) is then solved by any standard solver.

4. NUMERICAL SIMULATION

In this section, we present a numerical example to show the accuracy and applicability of the proposed method. Consider the following fractional sub-diffusion equation

\[
^c D_t^\gamma u = D_x\alpha u + t^\alpha e^{-x} \left( \frac{6t^{-\gamma}}{\Gamma(4-\gamma)} - 1 \right), \quad (x, t) \in [0, \infty) \times [0, T],
\]

with the initial conditions

\[
u(0, t) = t^3, \quad D_t u(x, t) \bigg|_{t=0} = -t^3, \quad u(x, 0) = 0, \quad (x, t) \in [0, \infty) \times [0, T],
\]

and the exact solution given by \( u(x, t) = t^3 e^{-x} \), \( (x, t) \in [0, \infty) \times [0, T] \).

For the numerical implementations, we consider the domain \([0,20] \times [0,1]\). From Table 1, we see the highly accurate results based on maximum absolute errors using this method. Meanwhile, we list absolute errors for several points in Table 2. In Fig. 1, we see the behavior of absolute error of numerical solution at \( t = 0.5 \), with \( N = 24, M = 16, \) and \( \alpha = 3, \gamma = 0.5 \).
Table 1

<table>
<thead>
<tr>
<th>α</th>
<th>(16,16)</th>
<th>(16,20)</th>
<th>(20,16)</th>
<th>(20,20)</th>
<th>(24,16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>5.18×10⁻²</td>
<td>5.18×10⁻²</td>
<td>4.95×10⁻³</td>
<td>4.96×10⁻³</td>
<td>2.49×10⁻⁴</td>
</tr>
<tr>
<td>2</td>
<td>5.03×10⁻²</td>
<td>5.03×10⁻²</td>
<td>1.18×10⁻³</td>
<td>4.62×10⁻⁴</td>
<td>1.04×10⁻⁴</td>
</tr>
<tr>
<td>3</td>
<td>2.80×10⁻²</td>
<td>2.80×10⁻²</td>
<td>1.18×10⁻³</td>
<td>1.18×10⁻³</td>
<td>4.61×10⁻⁵</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>x</th>
<th>t</th>
<th>E(x,t)</th>
<th>x</th>
<th>t</th>
<th>E(x,t)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.1</td>
<td>3.37631×10⁻⁹</td>
<td>2</td>
<td>0.5</td>
<td>8.0603×10⁻⁹</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>5.86684×10⁻⁹</td>
<td>4</td>
<td>0.5</td>
<td>2.56594×10⁻⁹</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>1.21766×10⁻⁸</td>
<td>6</td>
<td>0.5</td>
<td>1.11927×10⁻⁸</td>
</tr>
<tr>
<td>8</td>
<td>0.5</td>
<td>2.06907×10⁻⁸</td>
<td>8</td>
<td>0.5</td>
<td>2.25883×10⁻⁸</td>
</tr>
<tr>
<td>10</td>
<td>0.5</td>
<td>2.91471×10⁻⁸</td>
<td>10</td>
<td>0.5</td>
<td>1.43967×10⁻⁸</td>
</tr>
<tr>
<td>12</td>
<td>0.5</td>
<td>1.31183×10⁻⁸</td>
<td>12</td>
<td>0.5</td>
<td>4.62057×10⁻⁸</td>
</tr>
<tr>
<td>14</td>
<td>0.5</td>
<td>3.74811×10⁻⁸</td>
<td>14</td>
<td>0.5</td>
<td>3.16998×10⁻⁷</td>
</tr>
<tr>
<td>16</td>
<td>0.5</td>
<td>8.67033×10⁻⁸</td>
<td>16</td>
<td>0.5</td>
<td>1.20567×10⁻⁶</td>
</tr>
<tr>
<td>18</td>
<td>0.5</td>
<td>1.98039×10⁻⁷</td>
<td>18</td>
<td>0.5</td>
<td>2.21201×10⁻⁶</td>
</tr>
<tr>
<td>20</td>
<td>0.5</td>
<td>2.01704×10⁻⁷</td>
<td>20</td>
<td>0.5</td>
<td>2.96254×10⁻⁶</td>
</tr>
</tbody>
</table>

Fig. 1 – x-direction curve of absolute error of problem (31).

5. CONCLUSIONS

In this paper, we have developed and implemented a new numerical algorithm to solve time fractional sub-diffusion equations on semi-infinite domains. The numerical results given in this work demonstrate the good accuracy of this algorithm. Moreover, the algorithm introduced in this paper can be well suited for
handling more general linear and nonlinear fractional partial differential equations. A numerical example was given to demonstrate the applicability and the validity of the proposed algorithm.
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