SIMULATION ANALYSIS OF RESOURCE ALLOCATION PROBLEMS WITH TIME VARYING PARAMETERS
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Abstract. This paper proposes a simulation based approach to the analysis of a class of optimization problems commonly arising in resource allocation systems with parallel structure. The objective of such problem is to find the most economically beneficial way of relaxing binding resource constraints, thus improving most on previously found optimal solutions. We formulate analytically the dependence of the value of the objective function on values of constraining parameters, taking in account possible interaction between several such parameters. We then develop an algorithm for finding optimal expansion areas of feasible sets. The results of this study have been applied successfully to develop a control system for a large scale grain storage and processing company.
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1. INTRODUCTION

One of the important problems arising in optimization of various technological processes is identifying conditions and parameters which prevent further optimization, as well as finding the most efficient ways to relax these constraints. The existing methods for analyzing optimization problems for their sensitivity to constraining parameters [1, 2] are quite inflexible and have limited practical applicability. For example, these methods are not applicable to optimization problems with near singular constraint matrices, which arise quite commonly in processes “disturbed” by small parameter variations [3]. Such optimization problems are often complicated by instability of obtained solutions and were considered by a number of researchers [4–7]. In their previous work [8–10], the principal researcher of this project and his colleagues suggested a powerful method for solving resource allocation problems in systems with parallel processing units, with possible near singularity of the constraint matrix. This method finds the solution of the original optimization problem by implementing a directed transition starting from a solution of a similar problem with an expanded admissible set.

The aim of this study is to develop simulation methods and procedures which will help to improve obtained solutions in technological processes with time varying parameters, by finding the most economically efficient ways to expand the admissible set. We will start by stating the general problem in the next section.

2. THE GENERAL PROBLEM

Suppose the optimal regime of a certain technological process is determined by the solution of the following standard mathematical programming problem [11]:

\[ F = \max F(x), \]  
\[ g(x) \leq b, \]
where \( x \) is \( n \)-dimensional vector, \( b \) is \( m \)-dimensional vector, \( g(x) \) is a set of \( m \) real valued functions defined on the space of \( n \)-dimensional vectors.

Assume that the vector \( b \) on the right-hand side of (2) can be deliberately changed in order to relax some of the constraints within a given time interval (e.g., work shift, work day, decade, etc). The change \( \Delta b \) can be deterministic, or in a more general case, have stochastic component. The objective is to develop an algorithm for identifying the most costly binding constraints in (2) and then finding the optimal relaxation increments \( \Delta b^* \). The next section presents the general structure of our algorithm for simulating and solving such a problem.

### 3. THE BASIC STRUCTURE OF OUR SIMULATION PROCEDURE

The general algorithm for improving optimal solutions of technological processes must fulfill the following basic steps:

1. Solving the problem (1)–(3).
2. Modeling deterministic or stochastic changes in constraining parameters of the optimization problem [8, 12].
3. Determining the areas of the parameter space which lead to the improvement in the value of the objective function of the (1)–(3).

In accordance with the above structure, we outline the following algorithm of finding \( \Delta b^* \).

**Step 1.** Solve the problem (1)–(3).

**Step 2.** Compute the value \( b^0 \) of the vector on the right-hand side of constraint (2), corresponding to the optimal solution of the problem (1)–(3).

**Step 3.** Identify binding constraints.

**Step 4.** Simulate deterministic or partially stochastic relaxation changes \( \Delta b \) of the constraining parameters on the right-hand side of binding constraints.

**Step 5.** Compute new relaxed values of the constraining parameters \( b^1 = b^0 + \Delta b \).

**Step 6.** Find the new solution of the problem (1)–(3) and compute the minimum sufficient values \( b^1 \leq b \) of the constraining parameters on the right-hand side of (2).

**Step 7.** Compute the optimal parameter increment \( \Delta b^* = b^1 - b^0 \).

**Step 8.** End of the algorithm.

On step 4, if changes \( \Delta b \) in parameters on the right-hand side of binding constraints are stochastic, we can have two different simulation strategies. In case if \( \Delta b \) is a continuous random variable with a known PDF function \( f(\Delta b) > 0 \) we can use its inverse to simulate \( \Delta b \) according to proposition 1 [8]:

**PROPOSITION 1.** A random variable \( \Delta b \), realizations of which are determined from the expression

\[
F(\Delta b) = \int f(\Delta b)ds = U \quad \text{or} \quad \Delta b = F^{-1}(U)
\]

where \( U \) is the uniform distribution defined on [0,1] interval, has its PDF given by \( f(\Delta b) \).

In an alternative case, to model discrete values of \( \Delta b \), with possible realizations \( \Delta b_j \), \( j = 1, m \), happening with corresponding probabilities \( \Delta b = \begin{pmatrix} \Delta b_1 & \Delta b_2 & \ldots & \Delta b_m \\ p_1 & p_2 & \ldots & p_m \end{pmatrix} \), one can use proposition 2 [8].

**PROPOSITION 2.** A random value \( \Delta b \) realizes with probability \( p_k \) if \( U \in \Delta_k \), where \( \Delta_k = p_k \).

The proofs of propositions 1 and 2 can be found in [8, 12].

Thus we can further specialize the sub-algorithms realizing the step 4 above for continuous and discrete values of \( \Delta b \) as follows:

**Sub-algorithm C**
Step 4.1. Take draw from U.
Step 4.2. Compute \( \Delta b = F^{-1}(U) \).

Sub-algorithm D
Step 4.1. Take a draw from U. Set \( k = 1 \).

Step 4.2. Check the condition \( U > \sum_{j=1}^{k} p_j \). If it is not satisfied, transition to step 4.4.
Step 4.3. Set \( k = k + 1 \). Transition to step 4.2.
Step 4.4. Set \( \Delta b = \Delta b_k \). Transition to step 4.2.

When this optimization problem (1)–(3) deals specifically with optimal resource allocation [9], specific features of such problems (existence of equality constraints) simplifies somewhat the process of finding optimal \( \Delta b^* \). Let us consider two specific examples: a linear problem and a quadratic problem of resource allocation.

4. FINDING OPTIMAL \( \Delta b^* \) IN PROBLEMS OF RESOURCE ALLOCATION

Allocation of physical resources or information flows in systems with parallel structures is a common practical problem. For example, distribution of a product from a warehouse to various retailers; or allocation of repair orders among various repair units, etc. (see [3–6] for other applications). Finding an optimal solution to such problems often requires costly computational procedures and methods. These high computational costs arise because the parallel structures are typically, at least partially homogeneous, which leads to ill-conditioned constraint matrices with near-singular determinants. As a result, optimization problems with such ill-conditioned constraint sets become highly unstable and hard to solve. There are methods that were developed to tackle these kinds of complications. For example, [7] studied a problem of finding stable solutions in systems with singularities in the constraint matrix by using “stabilizing functionals”. This idea has been also applied to problems with near singular constraint matrices. For instance, [8] proposes a method which first disregards small differences between nearly collinear constraints in order to extract a so called “characteristic system” of the problem, and then uses this system to assess the impact of small differences between constraints on optimal solution. The aforementioned computational methods have an important theoretical significance. However their applicability is conditional on a set of fairly stringent assumptions regarding the nature of singularity in the constraint set. Also these methods can only provide approximate solutions. An alternative solution method has been proposed in [13–15]. These studies develop an “Extension method,” for solving problems of resource allocation in systems with parallel objects with possible (but not required) near singularity of the constraint matrix. The main idea of this method is to start from a solution of a simpler problem with an expanded (i.e. relaxed) constraint set, and then perform a directed transition to the optimal solution by re-introducing the original constraints, which happen to be binding at the solution of the relaxed problem. Such differentiation between binding and non-binding constraints not only eliminates the sensitivity of the proposed method to near-singularity of the constraint set, but also allows obtaining exact solutions.

Let us state a linear problem of resource allocation:

\[
F = \max \sum_{j=1}^{n} c_j x_j, \quad (4)
\]

\[
\sum_{j=1}^{m} a_{ij} x_j \leq b_i, \quad i = 1, \ldots, m - 1, \quad (5)
\]

\[
\sum_{j=1}^{n} x_j = b_m, \quad (6)
\]
\[ x_j \geq 0, \quad j = 1, \ldots, n. \]  
(7)

In case we would like to stress that parameters of the constraints (5) are different from each other only by small amounts we could also decompose them into common and specific parts: \( a_{ij} = a_{io} + \varepsilon \alpha_{ij} \), where \( \varepsilon \) is a small scalar parameter.

The extended problem is obtained by disregarding the “inconvenient” constraints (5) which often lead to instabilities due to small perturbations in parameters \( a_{ij} \) relative to each other:

\[
F = \max \sum_{j=1}^{n} c_j x_j,
\]
(8)

\[
\sum_{j=1}^{n} x_j = b_m,
\]
(9)

\[
x_j \geq 0, \quad j = 1, \ldots, n.
\]
(10)

The general structure of the extension solution method has the following steps:

1) Solve the extended problem (8–10).
2) Verify the obtained solution for its admissibility with respect to constraints (5). If the solution is admissible, it is optimal.
3) Otherwise transition to a new solution which satisfies the constraints (5).

The articles [14, 15] in the reference section provide mathematical foundations of the extension method and detailed algorithms for solving the problem (4–7) above, as well as the problem (14–17) below, with a quadratic objective function.

Suppose that in the problem (4)–(7) we can change some of the parameters (resources) \( b_i (i = 1, \ldots, m - 1) \). Write the objective function (4) as a Taylor’s series of order 1

\[
F = F_{ex} - \frac{\Delta c}{\Delta a} (b_{ex} - b),
\]
(11)

around the solution \( x_{ex} \) of an expanded problem (8)–(10), where \( x_{ex} \) and \( F_{ex} \) are the optimal solution and the value of the objective function of the extended problem (8–10) and \( b_{pe} \) stands for the vector of values equal to the left-hand side expressions of the constraints (5) evaluated at \( x_{ex} \).

Let \( X \) and \( X_{ex} \) stand for admissible sets of the original (4)–(7) and expanded (9)–(11) problems correspondingly. Suppose that the original problem has a unique solution. The following two lemmas relate admissible sets of these two problems and of their solutions.

**LEMMA 1** [9]. The admissible set \( X \) of the original problem (4)–(7) is always a subset of the admissible set of the expanded problem (9)–(11), \( X \subseteq X_{pe} \).

**LEMMA 2** [9]. Optimal solution of the original problem coincides with the optimal solution of the expanded problem only if:

1) the admissible sets of these two problems are identical, or
2) the optimal solution of the expanded problem belongs \( X \), i.e. \( x_{ex} \subseteq X \).

The formal proofs of these perhaps self-evident lemmas is stated in [9].

The essence of the extension method [9, 10] consists in that the solution of the original problem (4)–(7) is obtained by a directed transition from the solution of the extended problem (9)–(11).

We will analyze the problem (4)–(7) on its sensitivity to resource constraints \( b_i (i = 1, \ldots, m - 1) \) while holding all the other parameters \( c_j (j = 1, \ldots, n) \) and \( a_{ij} (i = 1, \ldots, m - 1, j = 1, \ldots, n) \) as well as \( b_m \) fixed. As a
result, the values $F^{ex}$ and $b^{ex}$ will also be unchanged. Consequently this leads to a liner dependence of the objective function value on the vector $b$, as shown in Fig. 1 for a one-dimensional example. $b^b$ is a binding right-hand side value of constraint (5) corresponding to the optimal solution of the original problem (4)–(7).

![Fig. 1 – Area of changes of resource for a linear problem.](image1)

From Fig. 1 it is clear that the interval $[b^0, b^{ex}]$ is the only area of possible changes in the amount of resource $b$, which could bring about an improvement in the objective function. That is when choosing $b$ we should not violate the following condition

$$b = b^0 + \Delta b \leq b^{ex}. \quad (12)$$

This condition must be satisfied by every binding element of the vector $b$:

$$b_i = b_i^0 + \Delta b_i \leq b_i^{ex}, \forall i \in I_n. \quad (13)$$

where $I_n$ is a set of indexes of binding constraints in (5).

In a quadratic problem of resource distribution stated as:

$$F=cx + x'Gx, \quad (14)$$

$$\sum_{j=1}^m a_{ij} x_j \leq b_i, \quad i = 1, ..., m - 1, \quad (15)$$

$$\sum_{j=1}^n x_j = b_m, \quad (16)$$

$$x_j \geq 0, \quad j = 1, ..., n \quad (17)$$

the above state conclusions still remain valid with the exception of the fact that the dependence $F(b)$ becomes nonlinear (Fig. 2).

The special features of resource distribution problems allow not only finding the optimal value ($b$) of deficit resources as was described above, but also characterize mutual interdependence between optimal amounts of several deficit resources.

![Fig. 2 – Area of changes of resource for a nonlinear problem.](image2)
5. ACCOUNTING FOR INTERDEPENDENCE OF RESOURCES

In practice only a subset of inequality constraints of type (5) or (15) are finding at the optimal solutions. For concreteness let us consider the case where there are two effective constraints. Let $b_k^0$ and $b_c^0$ be the elements of $b^0$ corresponding to amounts of binding resources. Moreover suppose that one of these resources, say $b_k$, is more important in the sense that it is harder to increase its available quantity. Let us change the amounts of these resources as: $b_k^0 \rightarrow b_k^1, b_c^0 \rightarrow b_c^1$ (Figs. 3 and 4).

Such a change of resources is shown as a shift to point $A$. The value of the objective function has improved to $F^{-1}$.

Fig. 3 – The dependence of the objective function value of the resource for a linear problem.

Now let $b_k^0 \rightarrow b_k^1$, while $b_c^0 \rightarrow b_c^2$, where $b_c^2 < b_c^1$.

In that case (point $B$ on the figures) $F^2(< F^1)$, and the constraint corresponding to more important resource $b_k^1$ becomes nonbinding. We can state the following proposition:

**PROPOSITION 3.** The largest benefit of resource constraints relaxation will be achieved if at the new solution previously binding constraints remain binding.

It is not hard to show that given a change in resources ($\Delta b_k$) the formula

$$b_c = b_c^{\text{ex}} - \frac{\Delta a_c}{\Delta a_k} \Delta b_k$$

allows to find the amounts of other binding resources which yield the largest benefit. We sum up the algorithm in the next section.

Fig. 4 – The dependence of the objective function value of the resource for a nonlinear problem.
6. THE ALGORITHM OF FINDING OPTIMAL $\Delta b^*$ IN PROBLEMS OF RESOURCE ALLOCATION

Step 1. Solve the extended problem (9)–(11).
Step 2. Transition to the solution of the original problem (4)–(7) using the extension method.
Step 3. Identify binding constraints in (5). If there is only one binding constraint, then determine the optimal area of resource changes according to formula $\Delta b^* = b^* - b_0^*$ and transition to the end of algorithm, step 6. If however there are several binding constraints, go to the next step.
Step 4. Change the more important resource within: $\Delta b_k = b_k^* - b_k^0$.
Step 5. Compute optimal new values of other resources according to formula (18) and return to step 4.

7. CONCLUSIONS

The results of this study were used in the development of a control system of a large grain storage and processing company Tcesna-Astyk. The production structure of this company is dominated by an extended network of sequential and parallel production processes. Each production phase of grain processing is performed on several parallel processing units with slightly different technological parameters. Because of this structure, the model of grain processing system had a system of constraints with small parametric differences among them. Experimental realization of our computable simulation model for this production structure, allowed us to identify and redeploy underused resources thus increasing production capacity by 5 per cents. Numerical computation of this resource allocation model has shown the effectiveness of the extension method [9, 10] for finding solutions of the problem with small parametric differences among its constraints.
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